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Abstract6

CSP and SI are among the most well-studied computational problems in Computer Science.7

While neither problem is thought to be in PTIME, much work is done on PTIME approximations to both8

problems. Two such historically important approximations are the k-consistency algorithm for CSP9

and the k-Weisfeiler-Leman algorithm for SI, both of which are based on propagating local partial10

solutions. The limitations of these algorithms are well-known – k-consistency can solve precisely11

those CSPs of bounded width and k-Weisfeiler-Leman can only distinguish structures which differ on12

properties definable in Ck. In this paper, we introduce a novel sheaf-theoretic approach to CSP and13

SI and their approximations. We show that both problems can be viewed as deciding the existence14

of global sections of presheaves, Hk(A, B) and Ik(A, B) and that the success of the k-consistency15

and k-Weisfeiler-Leman algorithms correspond to the existence of certain efficiently computable16

subpresheaves of these. Furthermore, building on work of Abramsky and others in quantum17

foundations, we show how to use Čech cohomology in Hk(A, B) and Ik(A, B) to detect obstructions18

to the existence of the desired global sections and derive new efficient cohomological algorithms19

extending k-consistency and k-Weisfeiler-Leman. We show that cohomological k-consistency can solve20

systems of equations over all finite rings and that cohomological Weisfeiler-Leman can distinguish21

positive and negative instances of the Cai-Fürer-Immerman property over several important classes22

of structures.23
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1 Introduction30

Constraint satisfaction problems (CSP) and structure isomorphism (SI) are two of the most31

well-studied problems in complexity theory. Mathematically speaking, an instance of one32

of these problems takes a pair of structures (A,B) as input and asks whether there is a33

homomorphism A → B for CSP or an isomorphism A ∼= B for SI. These problems are34

not in general thought to be tractable. Indeed the general case of CSP is NP-Complete35

and restricting our structures to graphs the best known algorithm for SI is Babai’s quasi-36

polynomial time algorithm.[7] As a result, it is common in complexity and finite model theory37

to study approximations of the relations → and ∼=.38

The k-consistency and k-Weisfeiler-Leman1 algorithms efficiently determine two such39

approximations to → and ∼= which we call →k and ≡k. These relations have many char-40

1 The algorithm we call “k-Weisfeiler-Leman” is more commonly called “(k − 1)-Weisfeiler-Leman” in
the literature, see for example [12]. We prefer “k-Weisfeiler-Leman” to emphasise its relationship to
k-variable logic and sets of k-local isomorphisms.
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acterisations in logic and finite model theory, for example in [17] and [12]. One that is41

particularly useful is that of the existence of winning strategies for Duplicator in certain42

Spoiler-Duplicator games with k pebbles[25] [23]. For both of these games Duplicator’s43

winning strategies can be represented as non-empty sets S ⊂ Homk(A,B) of k-local partial44

homomorphisms which satisfy some extension properties and connections between these45

games have been studied before. For example, a joint comonadic semantics is given by the46

pebbling comonad of Abramsky, Dawar and Wang[4].47

The limitations of these approximations are well-known. In particular, it is known that48

k-consistency only solves CSPs of bounded width and k-Weisfeiler-Leman can only distinguish49

structures which differ on properties expressible in the infinitary counting logic Ck. Feder50

and Vardi[17] showed that CSP encoding linear equations over the finite fields do not have51

bounded width, while Cai, Fürer, and Immerman[12] demonstrated an efficiently decidable52

graph property which is not expressible in Ck for any k.53

In the present paper, we introduce a novel approach to the CSP and SI problems based on54

presheaves of k-local partial homomorphisms and isomorphisms, showing that the problems55

can be reframed as deciding whether certain presheaves admit global sections. We show that56

the classic k-consistency and k-Weisfeiler-Leman algorithms can be derived by computing57

greatest fixpoints of presheaf operators which remove some efficiently computable obstacles58

to global sections. Furthermore, we show how invariants from sheaf cohomology can be59

used to find further obstacles to combining local homomorphisms and isomorphisms into60

global ones. We use these to construct new efficient extensions to the k-consistency and61

k-Weisfeiler-Leman algorithms computing relations →Z
k and ≡Z

k which refine →k and ≡k.62

The application of presheaves has been particularly successful in computer science in63

recent decades with applications in semantics[27, 18], information theory[28] and quantum64

contextuality[3, 5, 2]. This work owes draws in particular on the application of sheaf theory65

to quantum contextuality, pioneered by Abramsky and Brandenburger[3] and developed by66

Abramsky and others for example in [5] and [2].67

Using this work, we prove that these new cohomological algorithms are strictly stronger68

than k-consistency and k-Weisfeiler-Leman. In particular, we show that cohomological69

k-consistency decides solvability of linear equations with k variables per equation over all70

finite rings and that there is a fixed k such that ≡Z
k distinguishes structures which differ on71

Cai, Fürer and Immerman’s property.72

It is also interesting to compare →Z
k and ≡Z

k with other well-studied refinements of →k73

and ≡k such as the algorithms of Bulatov[11] and Zhuk[30] which decide all tractable CSPs,74

the algorithms of Živný et al.[10, 13] for Promise CSPs and the invertible-map equivalence75

of Dawar and Holm[16] which bounds the expressive power of rank logic. The latter was76

recently used by Lichter[26] to demonstrate a property which is decidable in PTIME but not77

expressible in rank logic. In our paper, we show that ≡Z
k , for some fixed k , can distinguish78

structures which differ on this property. Comparing →Z
k to the Bulatov-Zhuk algorithm and79

algorithms for PCSPs remains a direction for future work.80

The rest of the paper proceeds as follows. Section 2 establishes some background and81

notation. Section 3 introduces the presheaf formulation of CSP and SI and new formulations82

of k-consistency and k-Weisfeiler-Leman in this framework. Section 4 demonstrates how83

to apply aspects of sheaf cohomology to CSP and SI and defines new algorithms along84

these lines. Section 5 surveys the strength of these new cohomological algorithms. Section85

6 concludes with some open questions and directions for future work. Major proofs and86

additional background are left to the appendices.87
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2 Background and definitions88

In this section, we record some definitions and background which are necessary for our work.89

2.1 Relational structures & finite model theory90

Throughout this paper we use the word structure to mean a relational structure over some91

finite relational signature σ. A structure A consists of an underlying set (which will also call92

A) and for each relational symbol R of arity r in σ a subset RA ⊂ Ar or tuples related by93

R. A homomorphism of structures A,B over a common signature is a function between the94

underlying sets f : A→ B which preserves related tuples. An isomorphism of structures is a95

bijection between the underlying sets which both preserves and reflects related tuples.96

In the paper, we make reference to several important logics from finite model theory and97

descriptive complexity theory. The logics we make reference to in this paper are as follows.98

Fixed-point logic with counting (written FPC) is first-order logic extended with operators99

for inflationary fixed-points and and counting, for example see [19].100

For any natural number k, Ck is infinitary first-order logic extended with counting101

quantifiers with at most k variables. This logic bounds the expressive power of FPC in102

the sense that, for each k′ there exists k such that any FPC formula in k′ variables is103

equivalent to one in Ck. We write Cω for the union of these logics.104

Rank logic is first-order logic extended with operators for inflationary fixed-points and105

computing ranks of matrices over finite fields, see [29].106

Linear algebraic logic is first-order infinitary logic extended with quantifiers for computing107

all linear algebraic functions over finite fields, see [14]. This logic bounds rank logic in108

the sense described above.109

At different points in the history of descriptive complexity theory, both FPC and rank110

logic were considered as candidates for “capturing PTIME” and thus refuting a well-known111

conjecture of Gurevich[21]. Each has since been proven not to capture PTIME, for FPC see112

Cai, Fürer and Immerman[12], for rank logic see Lichter[26]. Infinitary logics such as Cω and113

linear algebraic logic are capable of expressing properties which are not decidable in PTIME114

but have been shown not to contain any logic which does not capture PTIME. For Cω, see Cai,115

Fürer and Immerman [12] and for linear algebraic logic, see Dawar, Grädel, and Lichter[15].116

2.2 Constraint satisfaction problems & Structure Isomorphism117

Assuming a fixed relational signature σ, we write CSP for the set of all pairs of σ-structures118

(A,B) such that there is a homomorphism witnessing A→ B. We use CSP (B) to denote119

the set of relational structures A such that (A,B) ∈ CSP . We also use CSP and CSP (B)120

to denote the decision problem on these sets. For general B, CSP (B) is well-known to121

be NP-complete. However for certain structures B the problem is in PTIME. Indeed, the122

Bulatov-Zhuk Dichotomy Theorem (formerly the Feder-Vardi Dichotomy Conjecture) states123

that for any B CSP (B) is either NP-complete or it is PTIME. Working out efficient algorithms124

which decide CSP (B) for larger and larger classes of B was an active area of research which125

culminated in Bulatov and Zhuk’s exhaustive classes of algorithms [11], [30].126

Similarly, we write SI for the set of all pairs of σ-structures (A,B) such that there is127

an isomorphism witnessing A ∼= B. The decision problem for this set is also thought not128

to be in PTIME however there are no general hardness results known for this. The best129

CVIT 2016
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known algorithm (in the case where σ is the signature of graphs) is Babai’s[7] which is130

quasi-polynomial.131

The two approximations to CSP and SI which we consider here are the k-consistency132

and k-Weisfeiler-Leman algorithms. If a pair (A,B) is accepted by k-consistency (resp.133

k-Weisfeiler-Leman) we write A →k B (resp. A ≡k B). These relations each have several134

characterisations in terms of logic, algorithms and games. We use the formulation in terms of135

positional Duplicator winning strategies for the games of Kolaitis and Vardi[25] and Hella[22]136

which are respectively downwards-closed sets S of partial homomorphisms or isomorphisms137

of domain size at most k such that any s ∈ S of size less than k satisfies the forth property138

Forth(S, s) or the bijective forth property BijForth(S, s). Where Forth(S, s) holds if139

∀a ∈ A, ∃b ∈ B s.t. s ∪ {(a, b)} ∈ S and BijForth(S, s) holds if ∃bs : A→ B a bijection s.t.140

∀a ∈ A s ∪ {(a, bs(a))} ∈ S. For more details, see Appendix B.141

2.3 Presheaves & cohomology142

Given two categories C and S, an S-valued presheaf over C is a contravariant functor143

F : Cop → S. We will assume that C is the posetal category on some subset of the powerset144

P (X) of some set X, which we will call the underlying space of C. For this reason, when145

U ′ ⊂ U in C we write (·)|U′ for the map F (U ′ ⊂ U). We also restrict S to being either146

the category Set of sets or the category AbGrp of abelian groups. We call AbGrp-valued147

presheaves, abelian presheaves and Set-valued presheaves are just called presheaves or148

presheaves of sets where there is ambiguity.149

For any C and S as above the category of presheaves PrSh(C,S) has presheaves F :150

Cop → as objects and natural transformations as morphisms. If S has a terminal object 1151

(as both Set and AbGp do) then the presheaf I ∈ PrSh(C,S) which sends all elements of152

C to 1 is a terminal object in PrSh(C,S). For any F ∈ PrSh(C,S), a global section of F153

is a natural transformation S : I =⇒ F .154

3 Presheaves of local homomorphisms and isomorphisms155

Some important efficient algorithms for CSP and SI involve working with sets of k-local156

homomorphisms between the two structures in a given instance. These sets of partial157

homomorphisms of domain size ≤ k are useful for constructing efficient algorithms because158

computing the sets Homk(A,B) and Isomk(A,B) can be done in polynomial time in |A| · |B|.159

In this section, we see that these sets can naturally be given the structure of sheaves, that160

the CSP and SI problems can be seen as the search for global sections of these sheaves and161

that the k-consistency and k-Weisfeiler-Leman algorithms can both be seen as determining162

the existence of certain special subpresheaves. The framework of considering sheaves of163

local homomorphisms and isomorphisms is novel in this work and essential for the main164

cohomological algorithms later. The results in Section 3.3 are from a technical report of165

Samson Abramsky[1] and we are thank him for his permission to include them here.166

3.1 Defining presheaves of homomorphisms and isomorphisms167

Let A and B be relational structures over the same signature. A partial homomorphism is a168

partial function s : A ⇀ B that preserves related tuples in dom(s). A partial isomorphism169

is a partial homomorphism s : A ⇀ B which is injective and reflects related tuples from170

im(s). A k-local homomorphism (resp. isomorphism) is a partial homomorphism (resp.171

isomorphism) s such that |dom(s)| ≤ k. We write Homk(A,B) (resp. Isomk(A,B)) for the172
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sets of k-local homomorphisms (resp. isomorphisms). We write Hom(A,B) for the union173 ⋃
1≤k≤|A|Homk(A,B) and Isom(A,B) for the union

⋃
1≤k≤|A| Isomk(A,B).174

175

It is not hard to see that these sets can be given the structure of presheaves on the176

underlying space A. Indeed, we define the presheaf of homomorphisms from A to B H(A,B) :177

P(A)op → Set as H(A,B)(U) = {s ∈ Hom(A,B) | dom(s) = U} with restriction maps178

H(A,B)(U ′ ⊂ U) given by the restriction of partial homomorphisms (·)|U′ . Similarly, let179

I(A,B) be the subpresheaf of H(A,B) containing only partial isomorphisms. Now, consider180

the cover of A by subsets of size at most k, written A≤k ⊂ P (A). We define the presheaves of181

k-local homomorphisms and isomorphisms Hk(A,B) and Ik(A,B) as the functors H(A,B)182

and I(A,B) restricted to the subcategory (A≤k)op ⊂ P(A)op.183

We now see how these presheaves and their global sections encode the CSP and SI184

problems for the instance (A,B).185

3.2 CSP and SI as search for global sections186

Fix an instance (A,B) for the CSP or SI problem and let H and I stand for the presheaves187

of all partial homomorphisms and isomorphisms between A and B defined in the last section.188

For either of these sheaves a global section s : I =⇒ S is a collection {sU ∈ S(U)}U∈P (A)189

where naturality implies that for any subsets U and U ′ of A (sU )|U∩U′ = (sU ′)|U∩U′ . As the190

poset P (A) has a maximal element, namely A, any such global section is determined by a191

choice of sA ∈ S(A). This leads us to the following observation.192

I Observation 1. Given a pair (A,B) relational structures over the same signature then

(A,B) ∈ CSP ⇐⇒ H has a global section

and if |A| = |B| then
(A,B) ∈ SI ⇐⇒ I has a global section

This observation reframes the CSP and SI problems in terms of presheaves but algorith-193

mically this not a particularly useful restating as computing the full objects H and I requires194

solving the CSP and SI problems for all subsets of A and B. A much more interesting195

equivalent condition is that for large enough k, whether or not a particular instance (A,B) is196

in CSP or SI is determined by the global sections of the presheaves of k-local homomorphisms197

and isomorphisms.198

I Lemma 2. For a pair (A,B) relational structures over the same signature, σ, and k at
least the arity of sigma then

(A,B) ∈ CSP ⇐⇒ Hk has a global section

and if |A| = |B| then

(A,B) ∈ SI ⇐⇒ Ik has a global section

Proof. See Appendix A. J199

This is more interesting than the previous observation as Hk and Ik can be computed200

for any relational structures A and B in O(poly(|A| · |B|)). Indeed, we can just list all201

O(|A|k · |B|k) possible k-local functions and check which ones preserve (and reflect) related202

tuples. This also gives us an interesting starting point for designing efficient algorithms for203
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23:6 Cohomology in Constraint Satisfaction and Structure Isomorphism

approximating CSP and SI. In particular, any efficient algorithms which finds obstacles to204

the existence of global sections in Hk and Ik will provide a tractable approximation to CSP205

and SI. We now see how this approach can be used to capture some classical approximations206

to these problems.207

3.3 Algorithms and games in terms of presheaves208

In this section, we consider the approximations A→k B and A ≡k B to CSP and SI which are209

computed respectively by the k-consistency and k-Weisfeiler-Leman algorithms and we show210

that these algorithms can be seen as searching for certain obstructions to global sections in211

Hk(A,B) and Ik(A,B). In particular, we define efficiently computable monotone operators212

on subpresheaves of Hk and Ik and show that they have non-empty greatest fixpoints if and213

only if (A,B) are accepted by k-consistency and k-Weisfeiler-Leman respectively. Proposition214

3 is reproduced with permission from an unpublished technical report of Samson Abramsky215

and the formulation of the fixpoint operators is inspired by the same report.216

3.3.1 Flasque presheaves and k-consistency217

Recall that A→k B if and only if there is a positional winning strategy for Duplicator in the218

existential k-pebble game[17] and that a presheaf F is flasque if all of the restriction maps219

F(U ⊂ U ′) are surjective. In a recent technical report, Abramsky[1] proves the following220

characterisation of these strategies in our presheaf setting.221

I Proposition 3. For A,B relational structures and any k there is a bijection between:222

positional strategies in the existential k-pebble game from A to B, and223

non-empty flasque subpresheaves S ⊂ Hk(A,B).224

This gives an alternative to the standard k-consistency algorithm which constructs the225

largest flasque subpresheaf Hk of Hk and checks if it is empty. This can be computed226

efficiently as the greatest fixpoint of the presheaf operator (·)↑↓ which computes the largest227

subpresheaf of a presheaf S ⊂ Hk such that every s ∈ S↑↓(C) satisfies the forth property228

Forth(S, s). For further details see Appendix B229

3.3.2 Greatest fixpoints and k-Weisfeiler-Leman230

In a similar way to the k-consistency algorithm, k-Weisfeiler-Leman can be formulated as231

determining the existence of a positional strategy for Duplicator in the k-pebble bijection232

game between A and B. This inspires the definition of another efficiently computable presheaf233

operator (·)#↓ which computes the largest subpresheaf of a presheaf S ⊂ Ik such that for234

every s ∈ S#↓(C) satisfies the bijective forth property BijForth(S, s). We call the greatest235

fixpoint of this operator S and we have that A ≡k B if and only if Ik is non-empty. For236

more details, see Appendix B.237

To conclude, in this section, we have seen how to reformulate the search for homomorph-238

isms and isomorphisms between relational structures A and B as the search for global sections239

in the presheaves Hk(A,B) and Ik(A,B). We have also seen that common approximations240

to homomorphism and isomorphism →k and ≡k can be computed a greatest fixpoints of241

presheaf operators which remove elements which cannot form part of any global section. In242

the next section, we look at sheaf-theoretic obstructions to forming a global section which243

come from cohomology and see how these can be used to define stronger approximations to244

homomorphism and isomorphism.245
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4 Cohomology of local homomorphisms and isomorphisms246

As we showed in the previous section, an instance of CSP and SI with input (A,B) can be247

seen as determining the existence of a global section for the presheaf Hk(A,B) or Ik(A,B)248

respectively and that the classic k-consistency and k-Weisfeiler-Leman algorithms can be249

reformulated as computing greatest fixed points of presheaf operations which successively250

remove sections which are obstructed from being part of some global section. In this section,251

we extend these algorithms by considering further efficiently computable obstructions which252

arise naturally from presheaf cohomology. From this we derive new cohomological algorithms253

for CSP and SI.254

4.1 Cohomology and local vs. global problems255

The notion of computing cohomology valued in a AbGp-valued presheaf F on a topological
space X has a long history in algebraic geometry and algebraic topology which dates back
to Grothendieck’s seminal paper on the topic[20]. The cohomology valued in F consists of
a sequence of abelian groups Hi(X,F) where H0(X,F) is the free Z-module over global
sections of F . As seen in the previous section we may be interested in such global sections
but their existence may be difficult to determine. This is where the functorial nature of
cohomology is extremely useful. Indeed, any short exact sequence of presheaves

0→ FL → F → FR → 0

lifts to a long exact sequence of cohomology groups

0→ H0(X,FL)→ H0(X,F)→ H0(X,FR)→ H1(X,FL)→ . . .

This tells us that the global sections of FR which are not images of global sections of F are256

mapped to non-trivial elements of the group H1(X,FL) by the maps in this sequence. This257

means that these higher cohomology groups can be seen as a source of obstacles to lifting258

“local” solutions in FR to “global” solutions in F259

An important recent example of such an application of cohomology to finite structures260

can be found in the work of Abramsky et al. [2] in quantum foundations. They show that261

cohomological obstructions of the type described above can be used to detect contextuality262

(locally consistent measurements which are globally inconsistent) in quantum systems which263

were earlier given a presheaf semantics by Abramsky and Brandenburger[3]. In Appendix264

C, we describe these obstructions in general and show how the presheaves we constructed265

in the last section admit the same cohomological obstructions. This similarity inspires the266

definitions and algorithms which follow in the next two sections.267

4.2 Z-local sections and Z-extendability268

Returning to presheaves of local homomorphisms and isomorphisms let S be a subpresheaf of
Hk. Then we define the presheaf of Z-linear local sections of S to be the presheaf of formal
Z-linear sums of local sections of S. This means that for any C ∈ A≤k

ZS(C) := {
∑

s∈S(C)

αss | αs ∈ Z}

This is an abelian presheaf on A≤k and we call the global sections {rU ∈ ZS(U)}U∈A≤k ,269

Z-linear global sections of S. We say that a local section s ∈ S(C) is Z-extendable if there270

CVIT 2016
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is a Z-linear global section {rU ∈ ZS(U)}U∈A≤k such that rC = s. We write this condition271

as Zext(S, s). As outlined in Appendix C, this condition corresponds to the absence of a272

cohomological obstruction to S containing a global section involving s.273

Importantly for our purposes, deciding the condition Zext(S, s) for any S ⊂ Hk(A,B) is274

computable in polynomial time in the sizes of A and B. This is because the compatibility275

conditions for a collection {rU ∈ ZS(U)}U∈A≤k being a global section of ZS can be expressed276

as a system of polynomially many linear equations which by an algorithm of Kannan and277

Bachem[24] can be solved in polynomial time. This allows us to define the following efficient278

algorithms for CSP and SI based on removing cohomological obstructions.279

4.3 Cohomological algorithms for CSP and SI280

We saw in Section 3 that the k-consistency and k-Weisfeiler-Leman algorithms can be281

recovered as greatest fixpoints of presheaf operators removing local sections which fail the282

forth and bijective-forth properties respectively. Now that we have from cohomological283

considerations a new necessary condition Zext(S, s) for a local section to feature in a global284

section of S, we can define natural extensions to the k-consistency and k-Weisfeiler-Leman285

algorithms as follows.286

4.3.1 Cohomological k-consistency287

To define the cohomological k-consistency algorithm, we first define an operator which288

removes those local sections which admit a cohomological obstruction. Let (·)Z↓ be the289

operator which computes for a given presheaf S ⊂ Hk the largest subpresheaf SZ↓ such290

that every s ∈ SZ↓(C) satisfies both the forth property Forth(S, s) and the Z-extendability291

property Zext(S, s). We write SZ for the greatest fixpoint of this operator starting from S.292

As both Forth(S, s) and Zext(S, s) are both computable in polynomial time in the size of293

S and SZ has a global section if and only if S has a global section, this allows us to define294

the following efficient algorithm for approximating CSP.295

I Definition 4. The cohomological k-consistency algorithm accepts an instance (A,B) if296

the greatest fixpoint Hk(A,B)
Z
is non-empty and otherwise rejects.297

If (A,B) is accepted by this algorithm we write A→Z
k B and say that the instance (A,B) is298

cohomologically k-consistent.299

We conclude this section by showing that the relation →Z
k is transitive.300

I Proposition 5. For all k, given A,B and C structures over a common finite signature

A→Z
k B →Z

k C =⇒ A→Z
k C.

Proof. See Appendix D. J301

4.3.2 Cohomological k-Weisfeiler-Leman302

We now define cohomological k-equivalence to generalise k-WL-equivalence in the same way as303

we did for cohomological k-consistency, by removing local sections which are not Z-extendable.304

As Z-extendability in S ⊂ Isomk(A,B) is not a priori symmetric in A and B we need to305

check that both s is Z-extendable in S and s−1 is Z-extendable in S−1 = {t−1 | t ∈ S}.306

We call this s being Z-bi-extendable in S and write it as Zbext(S, s). We incorporate307

this into a new presheaf operator (·)Z# as follows. Given a presheaf S ⊂ Ik let SZ# be308
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the largest subpresheaf of S such that every s ∈ SZ#(C) satisfies both the bijective forth309

property BijForth(S, s) and the Z-bi-extendability property Zbext(S, s). We write S
Z

310

for the greatest fixpoint of this operator starting from S. As both BijForth(S, s) and311

Zbext(S, s) are computable in polynomial time in the size of S and S
Z
has a global section312

if and only if S has a global section, this allows us to define the following efficient algorithm313

for approximating SI.314

I Definition 6. The cohomological k-Weisfeiler-Leman accepts an instance (A,B) if the315

greatest fixpoint Ik(A,B)
Z
is non-empty and otherwise rejects.316

If (A,B) is accepted by this algorithm we write A ≡Z
k B and say that the instance (A,B) is317

cohomologically k-equivalent.318

Finally, we observe that the existence of a non-empty subpresheaf of Ik satisfying the319

BijForth and Zbext properties also satisfies the conditions for witnessing cohomological320

k-consistency of the pairs (A,B) and (B,A). Formally we have321

I Observation 7. For any two structures A and B, A ≡Z
k B implies that A →Z

k B and322

B →Z
k A.323

In Section 5, we will demonstrate the power of these new algorithms by showing that both324

cohomological k-consistency and cohomological k-Weisfeiler-Leman can solve instances of325

CSP and SI on which the non-cohomological versions fail. Before doing this, we briefly review326

some other algorithms for CSP and SI which involve solving systems of linear equations and327

establish a possible connection to be explored in future work.328

4.4 Other algorithms for CSP329

While the application of Z-linear equations to extend Weisfeiler-Leman is new to this author,330

the algorithm introduced here is not the first to use solving systems of linear equations to331

approximate CSP. Some examples of these include the BLP, BLP+AIP[10] and CLAP[13]332

algorithms studied in the Promise CSP community. One difference here is that for an instance333

(A,B) the variables in BLP and AIP are indexed by valid assignments to each variable and334

to each related tuple instead of being indexed by valid k-local homomorphisms as in the335

algorithm derived above. This means that directly comparing these algorithms as stated is336

not straightforward and is beyond the scope of this paper. However, it seems likely that these337

algorithms can also be expressed in terms of appropriate presheaves. For example, let C(A)338

be the category whose objects are the elements of A and the related tuples of A and with339

maps for each projection from a related tuple to an element, and let the Set-valued presheaf340

HC(A,B) an C(A) map any a ∈ A to the set of all elements in B and any a ∈ RA to the341

set of all related tuples RB . Then, in a similar way to above, we can see that global sections342

of HC are homomorphisms from A to B. In future work, we will compare the fixpoints HC343

and HC
Z with solutions to the BLP and AIP systems of equations and we will explore a344

possible presheaf representation for CLAP.345

5 The (unreasonable) effectiveness of cohomology in CSP and SI346

In this section, we prove that the new algorithms arising from this cohomological approach to347

CSP and SI are substantially more powerful than the k-consistency and k-Weisfeiler-Leman348

algorithms. In particular, we show that cohomological k-consistency resolves CSP over all349

domains of arity less than or equal to k which admit a ring representation and that for350
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a fixed small k cohomological k-Weisfeiler-Leman can distinguish structures which differ351

on a very general form of the CFI property, in particular, showing that cohomological352

k-Weisfeiler-Leman can distinguish a property which Lichter[26] claims not to be expressible353

in rank logic.354

5.1 Cohomological k-consistency solves all affine CSPs355

In this section, we demonstrate the power of the cohomological k-consistency algorithm by356

proving that it can decide the solvability of systems of equations over finite rings.357

To express the main theorem of this section in terms of the finite relational structures358

on which our algorithm is defined, we first need to fix a notion of ring representation of a359

relational structure. Let A be a relational structure over signature σ with relations given by360

{RA}R∈σ. We say that A has a ring representation if we can give the set A a ring structure361

(A,+, ·, 0, 1) such that for every relational symbol R ∈ σ the set RA ⊂ Am is an affine subset362

of the ring (A,+, ·, 0, 1), meaning that there exists bR1 , . . . , bRm, aR ∈ A such that363

RA =
{

x ∈ Am |
∑
i∈[m]

bRi · xi = aR
}

With this necessary background we state the main theorem of this section.364

I Theorem 8. For any structure B with a ring representation, there is a k such that the
cohomological k-consistency algorithm decides CSP(B).
Alternatively stated, there exists a k such that for all σ-structures A

A→Z
k B ⇐⇒ A→ B

Proof. See Appendix E. J365

This theorem is notable because there are relational structures B with ring representations366

for which there are families of structures Ak such that Ak →k R but Ak 6→ R, see for example367

the examples given by Feder and Vardi [17]. Furthermore, there exist pairs (Ak, Bk) where368

Ak ≡k Bk, Bk → B and Ak →k B but Ak 6→ B, see for example the work of Atserias,369

Bulatov and Dawar[6]. As the sequence of relations ≡k bounds the expressive power of FPC,370

this effectively proves the solvability of systems of linear equations over Z, which is central371

to the cohomological k-consistency algorithm is not expressible in FPC, a result which was372

until now unknown to the author.373

5.2 Cohomological k-Weisfeiler-Leman decides the CFI property374

The Cai-Fürer-Immerman construction[12] on ordered finite graphs is a very powerful tool for375

proving expressiveness lower bounds in descriptive complexity theory. While it was originally376

used to separate the infinitary k variable logic with counting from PTIME, it has since been377

used in adapted forms to prove bounds on invertible maps equivalence[14], computation on378

Turing machines with atoms[9] and rank logic[26]. In this section, we show that ≡Z
k separates379

a very general form of this380

The version we consider in this paper is parameterised by a prime power q and takes381

any totally ordered graph (G,<) and any map g : E(G) → Zq to a relational structure382

CFIq(G, g). The construction effectively encodes a system of linear equations over Zq based383

on the edges of G and the “twists” introduced by the labels g. The result is the following384

well-known fact.385
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I Fact 9. For any prime power, q, ordered graph G, and functions g, hE(G)→ Zq,

CFIq(G, g) ∼= CFIq(G, h) ⇐⇒
∑

g =
∑

h

We say that the structure CFIq(G, g) has the CFI property if
∑
g = 0. For more386

details on this construction we refer to Appendix F or the recent paper of Lichter[26] whose387

presentation we follow.388

We now recall the two major separation results based on this construction. The first is a389

landmark result of descriptive complexity from the early 1990’s.390

I Theorem 10 (Cai, Fürer, Immerman[12]). There is a class of ordered (3-regular) graphs
G = {Gn}n∈N such that in the respective class of CFI structures

K = {CFI2(G, g) | G ∈ G}

the CFI property is decidable in polynomial-time but cannot be expressed in FPC.391

The second is a recent breakthrough due to Moritz Lichter.392

I Theorem 11 (Lichter[26]). There is a class of ordered graphs G = {Gn}n∈N such that in
the respective class of CFI structures

K = {CFI2k(G, g) | G ∈ G}

the CFI property is decideable in polynomial-time (indeed, expressible in choiceless polynomial393

time) but cannot be expressed in rank logic.394

Despite this CFI property proving to be inexpressible in both FPC and rank logic, we395

show that (perhaps surprisingly) there is a fixed k such that cohomological k-consistency396

algorithm can separate structures which differ on this property in the following general397

way. The proof of this theorem relies the on showing that ≡Z
k behaves well with logical398

interpretations and the details are left to Appendix F.399

I Theorem 12. There is a fixed k such that for any q given CFIq(G, g) and CFIq(G, h)
with

∑
g = 0 we have

CFIq(G, g) ≡Z
k CFIq(G, h) ⇐⇒

∑
h = 0

Proof. See Appendix F. J400

As a direct consequence of this result, there is some k such that the set of structures401

with the CFI property in Lichter’s class K from Theorem 11 is closed under ≡Z
k . This means402

that, by the conclusion of Theorem 11, the equivalence relation ≡Z
k can distinguish structures403

which disagree on a property that is not expressible in rank logic. Indeed, Dawar, Grädel404

and Lichter[15] show further that this property is also inexpressible in linear algebraic logic.405

By the definition of our algorithm for ≡Z
k this implies that solvability of systems of Z-linear406

equations is not definable in linear algebraic logic.407

6 Conclusions & future work408

In this paper, we have presented novel approach to CSP and SI in terms of presheaves and409

have used this to derive efficient generalisations of the k-consistency and k-Weisfeiler-Leman410

algorithms, based on natural considerations of presheaf cohomology. We have shown that411
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the relations, →Z
k and ≡Z

k , computed by these new algorithms are strict refinements of their412

well-studied classical counterparts →k and ≡k. In particular, we have shown in Theorem 8413

that cohomological k-consistency suffices to solve linear equations over all finite rings and414

in Theorem 12 that cohomological k-Weisfeiler-Leman distinguishes positive and negative415

instances of the CFI property on the classes of structures studied by Cai, Fürer and Immer-416

man [12] and more recently by Lichter[26]. These results have important consequences for417

descriptive complexity theory showing, in particular, that the solvability of systems of linear418

equations over Z is not expressible in FPC, rank logic or linear algebraic logic. Furthermore,419

the results of this paper demonstrate the unexpected effectiveness of a cohomological ap-420

proach to constraint satisfaction and structure isomorphism, analogous to that pioneered by421

Abramsky and others for the study of quantum contextuality.422

423

The results of this paper suggest several directions for future work to establish the extent424

and limits of this cohomological approach. We ask the following questions which connect it425

to important themes in algorithms, logic and finite model theory.426

Cohomology and constraint satisfaction: Firstly, Bulatov and Zhuk’s recent in-427

dependent resolutions of the Feder-Vardi conjecture[11][30], show that for all domains B428

either CSP(B) is NP-Complete or B admits a weak near-unanimity polymorphism and429

CSP(B) is tractable. As the cohomological k-consistency algorithm expands the power of430

the k-consistency algorithm which features as one case of Bulatov and Zhuk’s general efficient431

algorithms, we ask if it is sufficient to decide all tractable CSPs.432

I Question 13. For all domains B which admit a weak near-unanimity polymorphism, does
there exists a k such that for all A

A→ B ⇐⇒ A→Z
k B?

Cohomology and structure isomorphism: Secondly, as cohomological k-Weisfeiler-433

Leman is an efficient algorithm for distinguishing some non-isomorphic relational structures we434

ask if it distinguishes all non-isomorphic structures. As the best known structure isomorphism435

algorithm is quasi-polynomial[7], we do not expect a positive answer to this question but436

expect that negative answers would aid our understanding of the hard cases of structure437

isomorphism in general.438

I Question 14. For every signature σ does there exists a k such that for all σ-structures
A,B

A ∼= B ⇐⇒ A ≡Z
k B?

Cohomology and game comonads: Thirdly, as →k and ≡k have been shown by439

Abramsky, Dawar, and Wang[4] to be correspond to the coKleisli morphisms and isomorphisms440

of a comonad Pk, we ask whether a similar account can be given to →Z
k and ≡Z

k . As the441

coalgebras of the Pk comonad relate to the combinatorial notion of treewidth, an answer to442

this question could provide a new notion of “cohomological” treewidth.443

I Question 15. Does there exist a comonad Ck for which the notion of morphism and444

isomorphism in the coKleisli category are →Z
k and ≡Z

k?445

The search for a logic for PTIME: Finally, as the algorithms for →Z
k and ≡Z

k are likely446

expressible in rank logic extended with a quantifier for solving systems of linear equations447

over Z and as ≡Z
k distinguishes all the best known family separating rank logic from PTIME,448

we ask if solving systems of equations over Z is enough to capture all PTIME queries.449

I Question 16. Is there a logic FPC+rk+Z incorporating solvability of Z-linear equations450

into rank logic which captures PTIME?451
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A Proof omitted from Section 3556

Proof of Lemma 2. ( =⇒ ) This direction is easy. Suppose that (A,B) ∈ CSP (resp.557

(A,B) ∈ SI) then there exists h : A→ B a homomorphism (resp. an isomorphism). Consider558

the collection of maps {hU}U∈A≤k defined by hU = h|U . This forms global section of Hk (resp.559

Ik) because firstly hU ∈ Hk(U) (resp. hU ∈ Ik(U)) as the restriction of a homomorphism (resp.560

isomorphism) is a partial homomorphism (resp. isomorphism) and secondly the naturality561

condition is satisfied as (hU )|U′ = h|U′ for any U
′ ⊂ U .562

(⇐= ) This for this direction we start with a global section s : I =⇒ Sk (for Sk = Hk or563

Ik). In either case, we claim that there is a single function h : A→ B such that sU = h|U for564

all U ∈ A≤k. Indeed, this is the function h which sends any element a ∈ A to the element565

h(a) := s{a}(a) ∈ B. This satisfies the required property as for any U ∈ A≤k and any566

u ∈ U , naturality of s along the inclusion {u} ⊂ U ensures that sU (u) = s{u}(u) = h(u)567

and so sU = h|U . In the case Sk = Ik, this map will be injective and so is bijective by568

the assumption on sizes of A and B. Now we must show that h is an homomorphism,569

or, in the case of Ik, an isomorphism. Take any related tuple (a1, . . . , am) ∈ RA or570

(b1, . . . , bm) ∈ RB. Let U = {a1, . . . am} and V = {b1, . . . , bm}. As k is at least the arity571

of σ we have that k ≥ m ≥ |U |, |V |. Now, in both cases, h|U = sU ∈ Homk(A,B) is572

a partial homomorphism. So, (a1, . . . , am) ∈ RA =⇒ (b1, . . . , bm) ∈ RB. Thus h is a573

homomorphism. In the isomorphism case, as h is bijective h−1(V ) is a well-defined member574

of A≤k and h|h−1(V )
= sU ∈ Isomk(A,B) is a partial isomorphism. So, (b1, . . . , bm) ∈575

RB =⇒ (h−1(b1), . . . , h−1(bm)) ∈ RA. Thus h is an isomorphism. J576

B Algorithms for k-consistency and k-Weisfeiler-Leman577

In this appendix, we recall the full definitions of k-consistency and k-Weisfeiler-Leman.578

B.1 Classical k-consistency algorithm579

We start by recalling some definitions related to the classical k-consistency algorithm on580

which our algorithm will build.581

For A and B finite structures over a common (finite) signature, let Homk(A,B) denote the582

set of partial homomorphisms from A to B with domain of size less than or equal to k. There583

is a natural partial order < on this set, defined as follows. For any partial homomorphisms584

f, g ∈ Homk(A,B) we say that f < g if dom(f) ⊂ dom(g) and g|dom(f) = f .585

We say that any S ⊂ Homk(A,B) has the forth property if for every f ∈ S with
|dom(f)| < k we have the property Forth(S, f) which is defined as follows:

∀a ∈ A, ∃b ∈ B s.t. f ∪ {(a, b)} ∈ S.

Given S ⊂ Homk(A,B) we define S to be the largest subset of S which is downwards-586

closed and has the forth property. Note that ∅ satisfies these conditions, so such a set always587

exists. For a fixed k there is a simple algorithm for computing S from S.588

This is done by starting with S0 = S and then entering the following loop with i = 0589

1. Initialise Si+1 as being equal to Si.590

2. For each s ∈ Si, check if Forth(Si, s) holds and if not remove it from Si+1 along with all591

s′ > s.592

3. If none fail this test, halt and output Si.593

4. Otherwise, increment i by one and repeat.594
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It is easily seen that this runs in polynomial time in |A||B|.595

Now for a pair of structuresA,B we say that the pair (A,B) is k consistent if Homk(A,B) 6=596

∅. We denote this by writing A →k B and the algorithm above shows how to decide this597

relation in polynomial time for fixed k. This relation has many equivalent logical and598

algorithmic definitions as seen in [17], and [8].599

B.2 Classical k-Weisfeiler-Leman algorithm600

Immerman and Lander[23] first established that two structures are ≡k−WL-equivalent if and
only if they satisfy the same formulas of infinitary k-variable logic with counting quantifiers
(written A ≡k B). Hella[22] showed that this is true if and only if the set of k-local partial
isomorphisms Isomk(A,B) contains a non-empty subset S which is downward-closed and
has the following bijective forth property for all f ∈ S with |dom(f)| < k:

∃bf : A→ B a bijection s.t. ∀a ∈ A f ∪ {(a, bf (a))} ∈ S

Whether such a bijection exists can be determined efficiently given A,B, S and f by de-601

termining if the bipartite graph with vertices A t B and edges {(a, b) | f ∪ {(a, b)} ∈ S}602

has a perfect matching. For S ⊂ Isomk(A,B), let S be the largest subset of S which is603

downward-closed and satisfies the bijective forth property. For fixed k this can be computed604

in polynomial time in the sizes of A and B and so an alternative polynomial time algorithm605

for determining ≡k−WL is computing Isomk(A,B) and checking if it is non-empty.606

607

C Cohomological obstructions from quantum contextuality608

To understand the cohomological invariants of Abramsky, Barbosa and Mansfield[5] which we609

need for the main algorithms in this section we first give a brief overview the sheaf-theoretic610

approach to quantum contextuality introduced by Abramsky and Brandenburger[3] which611

bears an important resemblance to the set-up in the last section.612

613

A measurement scenario is a tripleM = 〈X,M,O〉 where X and O are finite sets and M614

is a downward-closed subset of the powerset P (X) which covers X. We interpret such a scen-615

ario as a quantum system with a set X of possible measurements, a set M of valid contexts616

of commuting measurements (which can be done simultaneously) and a set of outcomes O for617

each measurement. The sheaf of outcomes overM is the presheaf E : Mop → Set defined by618

E(C) = OC with the restriction maps given by normal function restriction. The proof that619

this is indeed a sheaf is elementary but unimportant for the present work. A possibilistic620

empirical model ofM is any flasque subpresheaf S of E . For any such model we interpret621

the set of local sections S(C) ⊂ OC as the set of possible measurement-outcome pairs for622

the context C. The condition of being flasque is precisely what’s required for such a model623

to satisfy the no-signalling property which is important in quantum mechanical systems. As624

in the previous section, global sections of these presheaves are important. Indeed Abramsky,625

Barbosa and Mansfield say that an empirical model S is strongly contextual, written SC(S)626

if there is no global section {sC ∈ S(C)}C∈M for S. Furthermore, a possible measurement627

outcome s ∈ S(C ′) is said to be logically contextual, written LC(S, s) if there is no global628

section {sC ∈ S(C)}C∈M for S such that sC′ = s. The whole empirical model S is said to629

be logically contextual, written LC(S) if there exists some local section s of S such that630

LC(S, s) holds.631

632
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In The Cohomology of Non-locality and Contextuality, Abramsky, Barbosa and Mansfield
show that contextuality in empirical models, as defined above, can be detected in many cases
by considering the cohomology of certain Čech cochain complexes Č•(M,F) of the cover M
valued in abelian presheaves related to S. To do this they first define, for any possibilistic
empirical model S, the abelian presheaf FZ : Mop → AbGrp which is formed by composing
S with the free Z-module functor FZ : Set→ AbGrp. Local sections r ∈ FZ(C) are simply
formal Z-linear combinations of elements of S(C). For any U ∈M , they then construct a
short exact sequence

0→ FŨ → FZ → F|U → 0

which captures the restriction of local sections to the context U . This gives a long exact633

sequence of cohomology groups. The connection maps in this long exact sequnce allows us634

to take any s ∈ S(U) and send it forward to an element δ(s) ∈ Ȟ1(M,FŨ ). Abramsky et al635

show that δ(s) not vanishing is a sufficient condition for LC(S, s) and define this condition636

as CLCZ(S, s). They also give the following equivalent condition which we use for the rest637

of the paper. CLCZ(S, s) holds if and only if there is no global section {rC}C∈M of FZ such638

that rU = s.639

Now we see how this set-up applies equally to the search for global sections in CSP and640

SI.641

C.1 Z-extendability and Z-linear sections642

In order to translate the cohomological obstructions from the setting of quantum contextuality643

to that of constraint satisfaction and structure isomorphism, we first make the following644

observation.645

I Observation 17. For any two relational structures A and B and any k, the sheaf of events646

EM over the measurement scenarioM = 〈A,A≤k, B〉 contains both Hk(A,B) and Ik(A,B)647

as subpresheaves.648

Furthermore, as the subpresheaves Hk and Ik resulting from the sheaf-theoretic versions649

of k-consistency and k-Weisfeiler-Leman are flasque, they can be viewed as empirical models650

forM.651

This observation combined with Lemma 2 shows that for k at least as large as the arity652

of the signature of A and B, strong contextuality of the empirical models Hk and Ik is653

equivalent to the pair (A,B) being rejected by CSP and SI, respectively. Formally this is654

stated as655

I Observation 18. For any A and B relational structures and k at least the arity of the
largest relation on A then

SC(Hk(A,B)) ⇐⇒ A 6→ B

and
SC(Ik(A,B)) ⇐⇒ A 6∼= B

Furthermore, the logical contextuality of an individual local section corresponds to the656

impossibility of extending that section to a full isomorphism or homomorphism.657

I Observation 19. For any A and B relational structures, s ∈ Hk(A,B)(C) and s′ ∈
Ik(A,B)(C) then

LC(Hk(A,B), s) ⇐⇒ ¬∃f : A→ B s.t. f|C = s
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and
LC(Ik(A,B), s′) ⇐⇒ ¬∃f : A→ B, an isomorphism s.t. f|C = s′

As cohomological contextuality gives a sufficient condition for logical contextuality, we now
introduce some terminology for cohomological contextuality in subpresheaves S ⊂ Hk(A,B).
Firstly, for the abelian presheaf F = FZ ◦ S, we call any element rC ∈ F(C) a Z-linear
section of S. Such a Z-linear section can be represented as a formal linear sum

rC =
∑

s∈S(C)

αss

where αs ∈ Z for each s ∈ S(C). We say that some s ∈ S(C) is Z-extendable in S, write
Zext(S, s) if there is a collection {rC′ ∈ F(C ′)}C′∈M such that rC = s and for all C ′, C ′′ ∈M
we have

(rC′)|C′∩C′′ = (rC′′)|C′∩C′′ .

The following observation is immediate from this definition658

I Observation 20. For any flasque subpresheaf S ⊂ Hk(A,B) and any s ∈ S(C), we have

Zext(S, s) ⇐⇒ ¬CLCZ(S, s)

This motivates the definitions of the cohomological algorithms given in the main paper.659

D Proofs omitted from Section 4660

To aid with the proof of this proposition we observe that the Z-extendability condition661

subsumes both the forth property and downward closure meaning that we have a slightly662

simpler condition for the success of the cohomological k-consistency algorithm given as663

follows.664

I Observation 21. For any structures A and B A →Z
k B if and only if there exists a set665

∅ 6= S ⊂ Homk(A,B) in which each element s ∈ S is Z-extendable in S.666

Proof of Proposition 5. Success of the→Z
k algorithm for the pairs (A,B) and (B,C) results667

in two non-empty sets SAB ⊂ Homk(A,B) and SBC ⊂ Homk(B,C) in both of which each668

local section is Z-extendable. By Observation 21, to show that A→Z
k C, it suffices to show669

that the set SAC = {s ◦ t | s ∈ SBC , t ∈ SAB} has the same property.670

671

To show that every p0 = s0 ◦ t0 ∈ SACa0
is Z-extendable in SAC we construct a global

Z-linear section extending p0 from the Z-linear sections {rt0a :=
∑
t ztt}a∈A≤k and {rs0

b :=∑
s wss}b∈B≤k extending t0 and s0 respectively. Define {rp0

a }a∈A≤k as

rp0
a =

∑
t∈SABa

∑
s∈SBC

t(a)

ztws(s ◦ t)

To show that this is a global Z-linear section extending p0 we need to show firstly that672

rp0
a0 = p0 and secondly that the local sections of rp0 agree on the pairwise intersections of673

their domains.674

To show that rp0
a0 = p0 we observe that, as rt0 Z-linearly extends t0, for all t ∈ SABa0

we
have

zt =
{

1, for t = t0

0, otherwise,

CVIT 2016
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and similarly, for all s ∈ SBCt0(a0)

ws =
{

1, for w = w0

0, otherwise.

From this we have that
rp0

a0
= zt0ws0(s0 ◦ t0) = p0

as required.675

Finally, we need to show for any a,a′ in A≤k with intersection a′′ that

rp0
a|a′′

= rp0
a′|a′′

.

To do this we show that the left hand side depends only on a′′ and not on a. As this argument676

applies equally to the right hand side, the result follows.677

To begin with the left hand side is a dependent sum which loops over t ∈ SABa and
s ∈ SBCt(a) as follows:

rp0
a|a′′

=
∑
t,s

wszt(s ◦ t)|a′′

To emphasise the dependence on a′′ we can group this sum together by pairs t′′, s′′ with678

t′′ ∈ SABa′′ and s′′ ∈ SBCt′′(a′′). Within each group the the sum loops over t ∈ SABa such that679

t|a′′ = t′′ and s ∈ SABt(a) such that s|a′′ = s′′. We write this as680 ∑
t′′,s′′

∑
t|a′′

=t′′
zt

∑
s|
t′′(a′′)

=s′′
ws(s ◦ t)|a′′

We now show that for each t′′, s′′ the corresponding part of the sum depends only on t′′ and681

s′′. This follows from three observations.682

The first observation is that in the sum∑
t|a′′

=t′′
zt

∑
s|
t′′(a′′)

=s′′
ws(s ◦ t)|a′′

the formal variables (s ◦ t)|a′′ are, by definition, all equal to the variable (s′′ ◦ t′′). Thus we
need only consider the coefficients, given by the sum∑

t|a′′
=t′′

zt
∑

s|
t′′(a′′)

=s′′
ws

The second observation is that for each t such that t|a′′ = t′′ the sum∑
s|
t′′(a′′)

=s′′
ws

is simply the s′′ component of (rs0
t(a))|t′′(a′′)

. As rs0 is a global Z-linear section this is equal
to the fixed parameter ws′′ . So the sum in question reduces to

ws′′ ·

 ∑
t|a′′

=t′′
zt


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The final observation, is that the remaining sum is the t′′ component of (rt0a )|a′′ which,
as rt0 is a global Z-linear section, is equal to rt0t′′ . This gives the final form of the expression
for (rp0

a )|a′′ as ∑
t′′,s′′

zt′′ws′′(t′′ ◦ s′′)

It is easy to see that the same arguments apply to rp0
a′ and so

(rp0
a )|a′′ = (rp0

a′ )|a′′

as required. J683

E Proof of Theorem 8684

To prove this theorem we invoke a result from [2] which considers a similar set-up to that685

seen in the previous sections and proves a result relating the non-existence of solutions to a686

system of linear equations over a ring R to the non-triviality of a family of cohomological687

“obstructions”. We will recall their set-up, the relevant result and a characterisation of these688

cohomological “obstructions” in terms of global Z-linear sections before proving Theorem 8.689

E.1 Result from Contextuality, cohomology & paradox690

In order to state the relevant theorem, we start with some preliminary definitions. Let a
ring-valued measurement scenario be a triple 〈X,M, R〉 where X is a finite set, M is a
downward closed cover of X and R is a ring. An R-linear equation on 〈X,M, R〉 is a triple
φ = (Vφ, a, b) where Vφ ∈ M, a : Vφ → R and b ∈ R. Then for any s ∈ RVφ we say that
s |= φ if ∑

m∈Vφ

a(m)s(m) = b

in the ring R.691

692

An empirical model S on 〈X,M, R〉 is a collection of sets {SC}C∈M where for each C,
SC ⊂ RC satisfying the following compatibility condition for all C,C ′ ∈M

{s|C∩C′ | s ∈ SC} = {s′|C∩C′ | s
′ ∈ SC′}

We make the following observation linking relational structures over signatures σ ⊂ σR and693

empirical models which will be useful later.694

I Observation 22. For any CSP(A,R) and S ⊂ Homk(A,R) which is non-empty, and695

downward-closed and satisfies the forth property then the local sections of S form an empirical696

model for the measurement scenario 〈A,A≤k, R〉.697

For an empirical model S on an R-valued measurement scenario, the R-linear theory of
S is the set of R-linear equations

TR(S) = {φ | ∀s ∈ SVφ , s |= φ}

If TR(S) is inconsistent (i.e. there is no R-assignment to all the variables in X simultan-698

eously satisfying each of the R-linear equations in the theory), then the empirical model S is699

said to be “all-vs-nothing for R”, written AvNR(S).700

We can now state the following results that we need for Theorem 8. The first result shows701

an important implication about the cohomological obstructions in an empirical model which702

has an inconsistent R-linear theory.703
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I Theorem 23 (Abramsky, Barbosa, Kishida, Lal, Mansfield [2]). For any ring R and any
R-valued measurement scenario 〈X,M, R〉 and any empirical model S we have that

AvNR(S) =⇒ CSCZ(S)

where CSCZ(S) means that for every local section s in S the “cohomological obstruction” of704

Abramsky, Barbosa and Mansfield γ(s) is non-zero.705

Next we have a result due to Abramsky, Barbosa and Mansfield which establishes this706

useful equivalent condition for CSCZ(S)707

I Theorem 24 (Abramsky, Barbosa, Mansfield [5]). For any empirical model S, CSCZ(S) if
and only if for every s ∈ SC there is no collection {rC′ ∈ ZSC′}C′∈M such that rC = s and
for all C1, C2 ∈M

rC1|C1∩C2
= rC2|C1∩C2

This condition is precisely what inspired the cohomological k-consistency algorithm and708

in the next section we show how these two results imply Theorem 8.709

E.2 Proof of Theorem 8710

We now prove the following equivalent formulation of Theorem 8 which replaces a structure711

with a ring representation with the underlying ring R “represented as a relational structure”.712

This means simply that the relational symbols (which are affine subsets of R under the ring713

R) are labelled as Ema,b for each a an m-tuple of elements of the ring R and b an element of714

R such that (Ema,b)R = {(r1, . . . , rm) |
∑
i ai · ri = b}.715

I Theorem 25. For any finite ring R represented as a relational structure over a finite
signature σ, there is a k such that the cohomological k-consistency algorithm decides CSP(R).
Alternatively, there exists a k such that for all σ-structures A

A→Z
k R ⇐⇒ A→ R

Proof. The direction A → R =⇒ A →Z
k R is easy and is true for all signatures σ and716

all k ≤ |A|. Indeed note that to any homomorphism f : A → R we can associate the set717

Sf = {f|a}a∈A≤k ⊂ Homk(A,R). It is not hard to see that Sf is downward closed, has the718

forth property and that Sf is itself a global section witnessing the Z-extendability of each719

f|a ∈ Sf . By Observation 21, this implies that A→Z
k R.720

721

This leaves the more challenging direction, that there exists a k such that A 6→ R =⇒722

A 6→Z
k R for all A. Suppose that the maximum arity of a relation in σ is n. Then as723

R is a relational model of a finite ring we know that each relation on R is of the form724

Ema,b = {(r1, . . . , rm) |
∑
i ai · ri = b} where a is an m-tuple of elements of the ring R and b725

is an element of R. We show that k = n will suffice to identify all unsatisfiable instances A.726

For R and σ as above any instance CSP(A,R) is specified by a set A of variables where727

each related tuple (x1, . . . , xm) ∈ (Ema,b)A specifies an R-linear equation
∑
i ai · xi = b. Call728

the collection of such equations TA. The fact that there is no homomorphism A → R is729

exactly the statement that TA is unsatisfiable. Taking k = n, we have that the R-linear theory730

TR(Homk(A,R)) (as defined in the previous section) contains TA and so is unsatisfiable.731

We now show how this is sufficient to prove the theorem.732

Consider running the cohomological k-consistency algorithm on the pair (A,R) we get733

S0 = Homk(A,R). If S0 = ∅ we are done. Otherwise, by Observation 22, S0 can be734
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considered as an empirical model on the measurement scenario 〈A,A≤k, R〉. Furthermore,735

as S0 ⊂ Homk(A,R), we have that TR(S0) ⊃ TR(Homk(A,R)). This means in particular736

that TR(S0) is unsatisfiable by the assumption that A 6→ R. By Theorems 23 and 24, this737

means that no local section s of S0 is Z-extendable in S0, so S1 = ∅. So the cohomological738

k-consistency algorithm rejects (A,R) and A 6→Z
k R, as required.739

J740

It is notable that in the proof of this theorem, we see that the cohomological k-consistency741

algorithm decides unsatisfiability of these systems of equations after just one iteration of its742

loop. A future version of this work will investigate whether multiple iterations are required743

in over different CSP domains. For now, we retain the iterative nature of the algorithm to744

guarantee the conclusion in Observation 21.745

F The strength of cohomological k-Weisfeiler-Leman746

In this appendix, we demonstrate the power of ≡Zk to distinguish structures which disagree747

on the CFI property, proving Theorem 12. To do this we give an equivalent definition of the748

cohomological k-consistency algorithm and prove that this behaves well with appropriate749

logical interpretations.750

F.1 Cohomological k-Weisfeiler-Leman Equivalence751

The following is an alternative way of computing the ≡Z
k relation defined in the main article.752

Begin by computing S0 = Isomk(A,B) as in the k-WL equivalence algorithm. If S0 = ∅,753

then reject the pair (A,B) and halt. Otherwise we enter the following loop with i = 0:754

1. Compute SZ
i = {s ∈ Si | s is Z-bi-extendable in Si}755

2. Compute Si+1 = SZ
i756

3. If Si+1 = ∅, then reject (A,B) and halt757

4. If Si+1 = Si then accept (A,B) and halt.758

5. Return to Step 1 with i = i+ 1.759

If this algorithm accepts a pair (A,B) we say that A and B are cohomologically k-equivalent760

and we write A ≡Z
k B.761

762

We now record some simple facts about this equivalence. Firstly, by definition, this
generalises k-equivalence and so (k)-WL equivalence, i.e.

A ≡Z
k B =⇒ A ≡k B ⇐⇒ A ≡(k−1)−WL B

Secondly, this algorithm determines a maximal set S ⊂ Isomk(A,B) which is downward-763

closed, has the bijective forth property and for which each f ∈ S is Z-extendable in S and764

f−1 is Z-extendable in S−1. However, analogously to Observation 21, we note that the765

existence of any non-empty S satisfying these properties is a witness of ≡Z
k .766

I Observation 26. For any two structures A and B, A ≡Z
k B if and only if there exists a767

subset S ⊂ Isomk(A,B) such that both S and S−1 are downward-closed, has the bijective768

forth property and have Z-extendability for each of their elements.769

Finally, we observe that such a set also satisfies the conditions for witnessing cohomological770

k-consistency of CSP(A,B) and CSP(B,A). Formally we have771
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I Observation 27. For any two structures A and B, A ≡Z
k B implies that A →Z

k B and772

B →Z
k A.773

In the next section we establish how this equivalence relation behaves with respect to logical774

interpretations.775

F.2 ≡Z
k and interpretations776

There are many different notions of logical interpretation in finite model theory. The one we
consider is defined as follows. A Cl-interpretation Φ (of order n) of signature τ in signature
σ is a tuple of Cl[σ] formulas 〈φR〉R∈τ . For each relation symbol R ∈ τ of arity r, the
formula φR has nr free variables and is written as φR(x1, . . . ,xr), where the xi are n-tuples
of variables. Such an interpretation defines a map from σ-structures to τ -structures as follows.
For any A, Φ(A) has universe An and for each relational symbol R ∈ τ , the set of related
tuples is given by

RΦ(A) := {(a1, . . . ,ar) ∈ (An)r | A,a1, . . . ,ar |= φR}

In the next result, we show that the equivalence ≡Z
k is preserved by Cl-interpretations in777

the following way.778

I Proposition 28. For any (finite, relational) signatures σ and τ , σ-structures A and B,
natural numbers n and k, and any order n Cnk-interpretation Φ of τ in σ we have that

A ≡Z
nk B =⇒ Φ(A) ≡Z

k Φ(B)

Proof. By Observation 26, it suffices to show that there is a set S′ ⊂ Isomk(Φ(A),Φ(B))779

which is downward-closed, satisfies the bijective forth property and in which every map780

is Z-extendable. As A ≡Z
nk B, there is already a set S ⊂ Isomnk(A,B) satisfying these781

properties. For any Q ⊂ A we use SQ to mean the elements of S with domain Q. We now782

show how to construct a suitable S′ from S.783

784

For any C ⊂ Φ(A), let π(C) be the set of element in A which appear in some tuple of C.
As elements of Φ(A) are n-tuples over A, it is clear that |π(C)| ≤ n|C|. We can now define
S′C as the set of partial isomorphisms in Sπ(C) applied coordinatewise to C, namely,

{(f, . . . , f)|C | f ∈ Sπ(C)}

This is well defined for all C ∈ (Φ(A))≤k as |π(C)| ≤ nk. That these maps define partial iso-785

morphisms between Φ(A) and Φ(B) follows from Hella’s Lemma 5.1 in [22] which states that786

the elements of Isomnk(A,B) are exactly those which preserve and reflect Cnk formulas. As787

the relations on Φ(A) and Φ(B) are defined by Cnk formulas they are preserved and reflected788

by the members of S. We now show that S′ =
⋃
C∈Φ(A)≤k S

′
C satisfies the required properties.789

790

Downward-closure This follows easily from downward-closure of S. Suppose f =791

(f, . . . , f)|C ∈ S′ and g ≤ f . Then there is some C ′ ⊂ C such that g = f|C′ and792

g = (f|π(C′)
, . . . , f|π(C′)

)|C′ . but f|π(C′)
≤ f and so is an element of S.793

794

Bijective forth property Let f ∈ S′C with |C| < k, with f given as the coordinatewise
application of some f ∈ Sπ(C). To show that S′ has the bijective forth property we must
show that there is a bijection b : Φ(A) → Φ(B) such that for any a ∈ Φ(A) the function



A. Ó Conghaile 23:25

f ∪ {(a, b(a))} is in S′C∪{a}. For any such f , we can construct a bijection b whose image on
any a ∈ Φ(A) is given as

b(a) = (bε(a1), ba1(a2), . . . , b(an−1)(an))

where ai is the i-tuple of the first i elements in a and each bai is a bijection A → B.795

For any a ∈ Φ(A) we choose the bijections bai using the bijective forth property on S.796

As f is a coordinatewise application of some f ∈ Sπ(C) and as |C| < k implies |π(C)| ≤797

nk − n < nk, the bijective forth property for S implies the existence of a b1 such that798

f1 = f ∪ {a1, b1(a1)} ∈ Sπ(C)∪{a1}. Let bε := b1. Now suppose for any i < n we have799

defined the bijections bε, ba1 , . . . , bai and fi = f ∪ {(aj , baj−1(aj))}1≤j≤i ∈ Sπ(C)∪{a1,...,ai}.800

We still have |π(C)∪ {a1, . . . , ai}| < nk so can use the bijective forth property on S again to801

find a bijection bai such that fi+1 = fi ∪ {(ai, bai(ai))} ∈ Sπ(C)∪{a1,...,ai+1}. This inductive802

procedure defines all the required bijections and furthermore shows that f ∪ {(a, b(a)} is803

the coordinatewise application of some fn ∈ Sπ(C∪{a}). This means in particular that804

f ∪ {(a, b(a)} is in S′C∪{a}, as required.805

Z-extendability Our choice of S′ makes Z-extendability rather easy. Indeed, we see806

that any f = (f, . . . , f) ∈ S′C is Z-extendable because the Z-linear global section extending807

f ∈ Sπ(C) given as sC =
∑
g∈SC αgg can be lifted to a Z-linear extension of f by defining808

s′C =
∑
g∈Sπ(C)

αg(g, . . . , g). The properties of being a Z-linear extension follow from those809

properties on S.810

J811

F.3 Deciding the CFI property812

Cai, Fürer and Immerman[12] showed that there is a property of relational structures which813

can be decided in polynomial time but which cannot be expressed in infinitary first-order814

logic with counting quantifiers for any number of variables. This construction essentially815

encodes certain systems of linear equations (over Z2) on top of graphs in such a way that816

isomorphism of the constructed structures is determined by checking solvability of the systems817

of equations. In their seminal paper[12], Cai, Fürer and Immerman show that the solvable818

and unsolvable versions of their construction cannot be distinguished in fixed point logic819

with counting. Adaptations of this construction, encoding equations over different finite820

fields were used by Dawar, Grädel and Pakusa to show that adding rank quantifiers over821

each finite field added distinct expressive power to FPC and a version using equations over822

the rings Z2q was used by Lichter[26] to separate rank logic from PTIME.823

As cohomological k-consistency was shown in the previous section to simultaneously824

decide solvability over any finite ring, it is natural to ask whether the related equivalence825

≡Z
k can decide these CFI properties which are not definable in FPC, rank logic or linear826

algebraic logic. We show in this section that it can.827

Following Lichter[26], we define the general CFI construction CFIq(G, g) for q a prime828

power, G = (G,<) an ordered undirected graph and g a function from the edge set of G to Zq.829

The idea is that the construction encodes a system of linear equations over Zq into G while830

the function g “twists” these equations in a certain way. For CFI structures, CFIq(G, g) the831

property
∑
g = 0 is sometimes called the CFI property. The following well-known fact (see832

[29], for example) shows that this property is closed under isomorphisms and is useful in our833

later arguments.834

I Fact 29. For any prime power, q, ordered graph G, and functions g, h from the edges of
G to Zq,

CFIq(G, g) ∼= CFIq(G, h) ⇐⇒
∑

g =
∑

h
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CFIq(G, g) is built in three steps. First, we define a gadget which replaces each vertex835

of x with elements that form a ring. Secondly, we define relations between gadgets which836

impose consistency equations between gadgets. Finally, the function g is used to insert837

the important twists into the consistency equations. We now describe this in detail below,838

following a presentation by Lichter[26].839

Vertex gadgets For any vertex x ∈ G, let N(x) be the neighbourhood of x in G (i.e.
those vertices which share edges with x) and let ZN(x)

q denote the ring of functions from
N(x) to the ring Zq. We will replace each vertex x of the base graph with a gadget whose
vertices are the following subset of ZN(x)

q ,

Ax = {a ∈ ZN(x)
q |

∑
y∈N(x)

a(y) = 0}

The relations on the gadget are for each y in N(x) a symmetric relation

Ix,y = {(a,b) | a(y) = b(y)}

and a directed cycle encoded by the relation

Cx,y = {(a,b) | a(y) = b(y) + 1}

Together these impose the ring structure of ZN(x)
q onto the vertices of the gadget.840

Edge equations Next define a relation between gadgets for each edge {x, y} in G and
each constant c ∈ Zq of the form

E{x,y},c = {(a,b) | a ∈ Ax, b ∈ Ay, a(y) + b(x) = c}

Putting it together with a twist We finally define the structure CFIq(G, g) as
〈A,≺, RI , RC , RE,0, RE,1, . . . , RE,q−1〉 where the universe is A = ∪xAx where ≺ is the linear
pre-order

≺=
⋃
x<y

Ax ×Ay

and the edge equations RE,c are interpreted according to the twists in g as

RE,c =
⋃
e∈E

Ee,c+g(e)

where the sum in the subscript is over Zq For the relations RI and RC we deviate slightly841

from Lichter’s construction and interpret these as ternary relations of the following form842

RI =
⋃

{x,y}∈E

Ix,y ×Ay843

RC =
⋃

{x,y}∈E

Cx,y ×Ay844

845

We now use recall the two major separation results based on this construction. The first846

is a landmark result of descriptive complexity from the early 1990’s.847

I Theorem 30 (Cai, Furer, Immerman[12]). There is a class of ordered (3-regular) graphs
G = {Gn}n∈N such that in the respective class of CFI structures

K = {CFI2(G, g) | G ∈ G}

the CFI property is decidable in polynomial-time but cannot be expressed in FPC.848
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The second is a recent breakthrough due to Moritz Lichter.849

I Theorem 31 (Lichter[26]). There is a class of ordered graphs G = {Gn}n∈N such that in
the respective class of CFI structures

K = {CFI2k(G, g) | G ∈ G}

the CFI property is decidable in polynomial-time (indeed, expressible in choiceless polynomial850

time) but cannot be expressed in rank logic.851

We now show that in both of these classes there exists a fixed k such that ≡Z
k distinguishes852

structures which differ on the CFI property. This relies on two lemmas. The first shows that853

this property is equivalent to the solvability of a certain system of equations over Zq, while854

the second shows that this system of equations can be interpreted in on the classes above855

with a uniform bound on the number of variables per equation.856

The first lemma is an adaptation of Lemma 4.36 from Wied Pakusa’s PhD thesis[29].857

We begin by defining for any CFIq(G, g) a system of linear equations over Zq. This system,858

Eqq(G, g), is the following collection of equations:859

Xa,u for all u ∈ G and all a ∈ Au ⊂ CFIq(G, g),860

Ia,b,v for all u ∈ G and a,b ∈ Au such that there exists v ∈ N(u) and c ∈ Av such that861

(a,b, c) ∈ RI ,862

Ca,b,v for all u ∈ G and a,b ∈ Au such that there exists v ∈ N(u) and c ∈ Av863

(a,b, c) ∈ RC , and864

Ea,b,c for all a ∈ Au,b ∈ Av and (a,b) ∈ RE,c865

where the variables are wa,v for every u ∈ G, a ∈ Au and v ∈ N(u) and the equations are866

given as:867

Xa,u :
∑

v∈N(u)

wa,v = 0868

Ia,b,v : wa,v − wb,v = 0869

Ca,b,v : wa,v − wb,v = 1870

Ea,b,c : wa,v + wb,u = c871
872

Then we have the following lemma.873

I Lemma 32. CFIq(G, g) a CFI structure, has
∑
g = 0 if and only if Eqq(G, g) is solvable874

in Zq875

Proof. Firstly we recall Fact 9 that
∑
g = 0 if and only if there is an isomorphism f :876

CFIq(G, g)→ CFIq(G,0), where 0 is the constant 0 function. We now show that there is877

such an isomorphism if and only if there is a solution to Eqq(G, g).878

For the forward direction, suppose that we have an isomorphism f : CFIq(G, g) →
CFIq(G,0). Now as f is a bijection and preserves the pre-order ≺, we have that for any
u ∈ G, f maps Au to Au. This means that for any a ∈ Au f(a) is a function in ZN(u)

q . This
means that the assignment wa,v 7→ f(a)(v) is well-defined for all the variables in Eqq(G, g).
We now show that this assigment satisfies the system of equations. The X equations in
Eqq(G, g) become the statement that for all u ∈ G and a ∈ Au∑

v∈N(u)

f(a)(v) = 0
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which follows directly from the fact that f(a) ∈ Au. For the I and C equations, we note879

that as f preserves all relations from CFIq(G, g). So for any a,b ∈ Au and c ∈ Av such880

that (a,b, c) is related by RI or RC in CFIq(G, g) then (f(a), f(b), f(c)) is similarly related881

in CFIq(G,0). The definitions of these relations imply that f(a)(v) − f(b)(v) is 0 or 1882

respectively, which implies that our assignment to the variables wa,v and wb,v satisfies the883

relevant I or C equation. A similar argument applies to the E equations except that the884

conclusion from (f(a), f(b)) ∈ RE,c in CFIq(G,0) that the relevant E equation is satisfied885

follows from the fact that there is no twisting of the RE,c relation in CFIq(G,0).886

The reverse direction is the observation that any satisfying assignment to the variables wa,v887

in Eqq(G, g) defines an isomorphism from CFIq(G, g) to CFIq(G,0) where f(a)(v) = wa,v.888

Satisfying the X equation guarantees that for a ∈ Au its image f(a) is also in Au. Satisfying889

the I and C equations ensures that the RI and RC relations are preserved. So, the additive890

structure of ZN(u)
q is preserved in Au and thus f is bijective. Finally the E equations define891

the RE,c relation in CFIq(G,0) and so satisfying these ensures that f preserves the RE,c892

relation. J893

It is not hard to see that the system Eqq(G, g) is first order interpretable in CFIq(G, g).894

However, Theorem 8 shows that cohomological k-consistency decides satisfiability of systems895

of equations over any ring in with up to k variables per equation. Thus to show that896

cohomological k-equivalence distinguishes positive and negative instances of the CFI property897

for some fixed k we need to show that an equivalent system of equations can be interpreted898

which fixes the number of variables per equation. This is the content of the following lemma.899

I Lemma 33. For any prime power q, there is an interpretation Φq from the signature of
the CFI structures CFIq(G, g) to the signature of the ring Zq with relations of arity at most
3 such that

Φq(CFIq(G, g))→ Zq ⇐⇒
∑

g = 0

Proof. From Lemma 32, we know that interpreting the system of equations Eqq(G, g) would
suffice for this purpose. However, the X equations in Eqq(G, g) contain a number of variables
which grows with the size of the maximum degree of a vertex in G. As this is, in general,
unbounded - and in particular is unbounded in Lichter’s class - we need to introduce some
equivalent equations in a bounded number of variables. To do this we will introduce some
slack variables and utilise the ordering on G to turn any such equation in n variables into a
series of equations in 3 variables. We now describe the interpretation Φq as follows.
Let 3-Zq denote the relational structure which contains a relation Tα,β for each α a tuple
of elements of Zq size up to 3 and β ∈ Zq. Each related tuple (x, y, z) ∈ Tα,β in a 3-Zq
structure is an equation

α1x+ α2y + α3z = β

To help define the interpretation we introduce some shorthand for some easily interpretable900

relations on CFI structures A. For a,b ∈ A write a ∼ b if the two elements belong to the901

same gadget in A and a _ b if they belong to adjacent gadgets. Both of these relations are902

easily first-order definable as a ∼ b if and only if they are incomparable in the ≺ relation and903

a _ b if and only if (a,b) ∈ RE,c for some c. For a _ b in A we will refer to the elements904

(a,a,b) and (a,b,b) as wa,b and za,b. These will be the variables in the interpreted system905

of equations. As A comes with a linear pre-order ≺ inherited from the order on G, we can906

also define a local predecessor relation in the neighbourhood of any a ∈ A. We say that b907

is a local predecessor of b′ at a and write b `a b′ if a _ b and a _ b′ and there is no b′′908

with a _ b′′ such that b ≺ b′′ ≺ b′.909

910
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Now we define the interpretation on A3 in three steps, resulting in a system of equations911

which is solvable if and only if Eqq(G, g) is solvable. Step 1: Reducing variables We912

note that in Eqq(G, g) there are only variables wa,y for a ∈ Ax and y ∈ N(x), whereas the913

shorthand above describes variables wa,b and za,b for all a ∈ Ax and b ∈ Ay. To reduce914

the number of variables we want to interpret, for all a _ b and b ∼ b′, the equations915

wa,b = wa,b′ and za,b = za,b′ . This is done by add the pairs (wa,b, wa,b′) and (za,b, za,b′)916

to the relation T(1,−1),0 which can be done as _ and ∼ are definable.917

Step 2: Interpreting I, C and E equations Defining these equations in Φ(A) is
straightforward as they all have fewer than 3 variables. In particular we want to add
equations

wa,b − wa′,b = 0

for any (a,a′,b) ∈ RI ,
wa,b − wa′,b = 1

for any (a,a′,b) ∈ RC , and
wa,b + wb,a = c

for any (a,b) ∈ RE,c. These are all easily first-order definable in the CFIq signature.918

Step 3: Interpreting X equations To interpret the equations for each u ∈ G and
a ∈ Au ∑

v∈N(u)

wa,v = 0

in Φ(A), we first note that the linear order on G restricts to a linear order on N(u) which we
can write as {v1, . . . , vn} where i < j if and only if vi < vj . To do this it suffices to impose
the equations

wa,b1 + · · ·+ wa,bn = 0

for each sequence of elements b1 `a . . . `a bn with bi ∈ Avi . To do this in equations with
at most three variables we employ the auxiliary z variables in the following way. For any
ab ∈ A such that a _ b, if there is no b′ such that b′ `a b, then we interpret the equation

wa,b − za,b = 0

if there is b′ such that b′ `a b then interpret for all such b′ the equation

za,b′ + wa,b − za,b = 0

and if there is no b′ such that b `a b′ then interpret the equation

za,b = 0

In this system of equations the za,b variables act as running totals for the sum
∑
wa,bi919

and so it is not hard to see that solutions to these equations are precisely solutions to the920

equations
∑
wa,bi = 0. Furthermore, as the relation `a is definable in the signature of the921

CFIq structures so too are these equations.922

To conclude, we have interpreted in Φ(CFIq(G, g)) a system of linear equations with923

three variables per equation which is solvable over Zq if and only if Eqq(G, g) is solvable.924

Thus there is a homomorphism Φ(CFIq(G, g)) → Zq (as 3-Zq structures) if and only if925 ∑
g = 0. J926

We can now conclude with the proof of Theorem 12.927
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Proof of Theorem 12. By Fact 9, the reverse implication is easy as
∑
h = 0 implies that928

CFIq(G, g) ∼= CFIq(G, h) and so the structures are cohomologically k-equivalent for any k.929

The converse follows from the series of lemmas we have just presented. If
∑
h 6= 0 then930

by Lemma 33 there is an interpretation Φq of order 3 such that Φq(CFIq(G, g)) → Zq931

but Φq(CFIq(G, h)) 6→ Zq. By Theorem 8, This is means that Φq(CFIq(G, g)) →Z
3 Zq932

but Φq(CFIq(G, h)) 6→Z
3 Zq. So by Observation 7, we must have that Φq(CFIq(G, g)) 6≡Z

3933

Φq(CFIq(G, h)). Then noting that the number of variables used in the interpretation Φq is934

some constant c not depending on q and assuming without loss of generality that k is greater935

than 3c then Proposition 28 implies that CFIq(G, g) 6≡Z
k CFIq(G, h), as required. J936
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